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Abstract—We present an integrated approach for perception of unknown articulated objects. To robustly perceive objects and understand interactions, our method tightly integrates pose tracking, shape reconstruction, and the estimation of their kinematic structure. The key insight of our method is that these sub-problems complement each other: for example, tracking is greatly facilitated by knowing the shape of the object, whereas the shape and the kinematic structure can be more easily reconstructed if the motion of the object is known. Our combined method leverages these synergies to improve the performance of perception. We analyze the proposed method in average cases and difficult scenarios using a variety of rigid and articulated objects. The results show that our integrated solution achieves better results than solutions for the individual problems. This demonstrates the benefits of approaching robot perception problems in an integrated manner.

I. INTRODUCTION

To successfully manipulate previously unseen objects, robots must be able to acquire information about their shape, pose, and kinematic relationship to other parts of the environment. The majority of existing approaches to robot perception, however, address these problems in isolation. In this paper, we present arguments why instead they should be seen as a single problem and propose a method that integrates these sub-problems into a single approach to robot perception. We show that this integrated solution achieves better results than solutions for the individual problems.

Shape reconstruction, pose tracking, and kinematic structure estimation naturally complement each other. To reconstruct the shape of an object from RGB-D sensors, it is necessary to integrate multiple views of the object under the assumption that the relative poses of the views are known. Most approaches therefore require knowledge of the pose [1]. On the other hand, to track the pose of an object, methods commonly rely on knowledge of the object’s shape and its segmentation in the image [2, 3]. Similarly, the estimation of kinematic structure of an unknown object is facilitated by knowing the poses of its rigid parts—but knowing the kinematic structure can also improve pose estimation [4]. Since each of these problems requires input that is provided by the others, we propose to combine them in a synergistic manner so that each sub-problem provides helpful information to the others. Interestingly, in the combined problem, object segmentation serves as the connection between shape estimation and pose tracking: each of the two subcomponents passes information about its current object segmentation hypothesis to the other in order to improve the estimation (Fig. 2). We show that the tight coupling of sub-problems enables perception of previously unseen articulated objects, when partial solutions would not be applicable.

Our method extends two recent methods that follow the same insight [5, 6]. Most importantly, it includes and exploits the estimation of kinematic structures for interacted articulated objects (Fig. 1). We also provide a thorough experimental evaluation to analyze the improvements afforded by an integrated solution. We analyze the contribution of each component to the final result. The evaluation includes difficult cases that are unsolvable when the sub-problems are not tightly integrated. Our experimental evaluation demonstrates the benefits of combining problems in robot perception and solving them in an integrated manner.

II. RELATED WORK

We first review approaches that address pose estimation, shape reconstruction, and segmentation independently, also covering previous work on kinematic structure estimation. We then turn to combined approaches to these problems.

Visual pose estimation is the problem of inferring an object’s pose from an image; the problem is called visual tracking if performed on a stream of images. We distinguish two main approaches to visual tracking: based on a known shape model of the object [2], and based on sufficient texture using point features [4] or dense optical flow [5, 7]. While tracking with a known model is more accurate, texture-based approaches are also applicable to unknown objects. We exploit the advantages of both approaches by bootstrapping the system with feature-based tracking, and subsequently combining it with shape-based tracking.

Based on the tracked poses one can infer the kinematic structure restricting their relative motion [8]. In our previous...
work we have shown that tracking can also greatly benefit from a known kinematic structure [4].

Shape reconstruction acquires a 3-D appearance model of an object by merging a set of partial object views into a coherent shape model using information about the relative object poses w.r.t. the camera. Partial object views can be obtained using image segmentation and pose information by controlling camera and object motion [1]. Our approach automatically generates both, partial object views and their pose information, and uses them to reconstruct the shape.

The segmentation problem consists of finding the region in the visual input occupied by the object. We distinguish between single-image-based segmentation and motion-based segmentation operating on image streams. For segmenting single images a wide variety of different approaches has been proposed, e.g. assuming surface continuity as exploited by conditional random fields [9] graph-cuts, [10], and supervoxel region growing [11], or exploiting object location as in active segmentation [12]. Motion-based segmentation exploits the notion of “object-ness” by assuming that all points on a rigid body move together. To detect which points moved due to object motion, image differencing [13, 14] can be applied. To reject changes caused by background motion it can be combined with information from a tracker to select only points that move consistently with the object [5, 7]. In our approach we apply motion-based segmentation to generate sparse segments and extend them using supervoxel region growing, and we use single-image segmentation by using the continuously updated reconstruction of the shape.

A prominent combined approach to tracking and shape reconstruction is visual SLAM [15]. However, it reconstructs an entire scene which it assumes to be static, and does not segment and reconstruct single objects.

This object perception problem has recently been addressed in a combined manner. Ren et al. present a method to simultaneously track and reconstruct 3-D objects [16] by refining an initial primitive shape model; in contrast to our method it can only reconstruct and track one moving object and the initial location of this object must be manually provided. Stückler et al. suggest a method which combines object tracking, segmentation, and reconstruction using an EM algorithm [5]. Their method differs from ours, as it relies on an initial oversegmentation and groups the segments using motion and surface clues, making it sensitive to a wrong initial segmentation. Other methods [6, 17] build on top of KinectFusion [15]. These methods build a model of the environment and consider as a new object any part that becomes inconsistent with this model. In contrast to these methods, our method is able to track articulated objects.

III. METHOD

We now describe our integrated method for pose tracking, object segmentation, shape reconstruction, and kinematic structure estimation (Fig. 2). Our feature and shape trackers (Sec. III-A) provide the motion information to segment RGB-D frames into objects (Sec. III-B). These object segments are used to reconstruct the shape of the object over time (Sec. III-C). To close the loop, we use the result from shape reconstruction to find better object segments (Sec. III-D) and use them to refine tracking (Sec. III-A.2).

A. Sensing and Tracking

The input to our method is an RGB-D stream represented as a sequence of color images I(t) and depth maps D(t) for every timestep t. Some parts of our method directly operate on point clouds P(t) which combine color and depth. We preprocess the raw depth images by applying a joint bilateral filter [18] in order to fill the depth-missing areas based on their surrounding depth and color information.

1) Feature-based Tracking and Kinematic Structure Estimation: To bootstrap our pipeline, we acquire information about object motion and location by using our previously developed combined approach to motion tracking and kinematic structure estimation Online Interactive Perception (Online IP) [4]. Online IP is composed of three interconnected processes: a 3-D point feature tracker maintains a constant set of tracked point features. Their locations and velocities are then passed to a rigid body tracker which groups coherently moving features to rigid bodies. Finally, a joint tracker estimates the kinematic constraints between the rigid bodies. Similar to the approach presented here, the key of Online IP is the intercommunication between these three processes to mutually improve each other’s results.

The output of Online IP is a set of 6-D object poses \{T_i(t)\}_{i=1,...,n} of the currently tracked objects \{o_1,...,o_n\}, their 6-D velocities, a sparse set of tracked 3-D point features on each object, and kinematic constraints, i.e. joints, between the objects. We use the output from Online IP (and later of the combined tracker) in our motion segmentation component (Sec. III-B) which generates inputs for the shape reconstruction.

2) Shape-based Tracking: Based on the result of the shape reconstruction (Sec. III-C), we compute a more complete segmentation (Sec. III-D) and use it as input to a shape-based tracker. The tracker exploits this segmentation to refine the pose estimate of Online IP using ICP [19]. We initialize ICP with the predicted object pose (based on its tracked velocity) to reduce computation time and to facilitate convergence to a favorable pose. This shape-based tracking overcomes the limitation of Online IP that can only track texturized objects, as shown in our experiments.
B. Motion Segmentation

To use the information from the pose tracker in shape reconstruction, we compute a motion segmentation of the objects. Together with the pose information these segments are used to reconstruct the entire object as detailed in Sec. III-D.

The general idea of motion segmentation is to first detect changes in the depth and color images of two consecutive time steps, and then use the tracked 6-D poses to identify areas that change consistently with the motion of the object. These areas are the desired motion segments. Using the tracking information is beneficial for rejecting false positives found by change detection, as in very dynamic scenes the latter is prone to wrongly attribute changes of the environment to the motion of the object.

Algorithm 1 Motion Segmentation in Depth

1. $\Delta D = D(t) - D(t-1)$
2. $M_E := \Delta D < -\gamma_{\text{motion}}$
3. $M_L := \Delta D > \gamma_{\text{motion}}$
4. $M_{\text{ACC}} := M_{\text{ACC}} \land M_L \land \neg M_E$
5. for all $T_i$ do
   6. $\Delta T_i := T_i(t) \cdot T_i^{-1}(t-1)$
   7. $\text{Seg}_{\text{ACC}} := 1\text{NN}(\Delta T_i \cdot P(t-1), P(t)); M_{\text{ACC}}$)
   8. $\text{Seg}_L := 1\text{NN}(\Delta T_i \cdot P(t-1); M_L, P(t))$
   9. $\text{Seg}_{\text{MD}} := \text{Seg}_{\text{ACC}} \cup \text{Seg}_L$

1) Motion Segmentation in Depth: We first detect changes in the scene by computing a difference image $\Delta D$ of depth maps from subsequent time steps (line 1 in Algorithm 1). Assuming for a moment that every change in $\Delta D$ has been caused by the motion of the body, we know that the body has left some part of the image and/or entered some other. In a particular region of the image, we can discriminate between these two cases by looking at the sign of $\Delta D$ and computing a binary motion mask for each case (lines 2-3): the entering-motion mask $M_E$ contains pixels whose distance decreased (sign is negative), the leaving-motion mask contains pixels whose distance increased (wrt. noise threshold $\gamma_{\text{motion}}$). To handle small motions between subsequent time steps we accumulate point in $M_E$ over time in the accumulated entering-motion mask $M_{\text{ACC}}$.

Next, we discriminate which of the detected changes are consistent with each object’s tracked motion $\Delta T_i$ (line 6). The basic idea is to apply $\Delta T_i$ to the previous point cloud $P(t-1)$ and compare the result to the current $P(t)$ using nearest-neighbor search (1NN, line 7). By first filtering $P(t)$ with $M_{\text{ACC}}$ we only take into account points that changed in depth. In a similar fashion we use $M_L$ to find points in that belong to the object in $P(t-1)$ (line 8), and add the two point clouds together to obtain the final depth-based motion segment $\text{Seg}_{\text{MD}}$.

2) Motion Segmentation in Color: Our depth-based motion segmentation method is rather conservative as it does not add points to the segment that have not changed their depth value, even if they are consistent with $\Delta T_i$. Although reducing the risk of adding false positives, the approach fails if no change in depth is present, e.g. a rotating globe. We therefore add a color-based motion segmentation which works similar to the depth-based version presented in Algorithm 1. The main differences are that we compute the image difference in HSV color space, using only hue (H) values for all pixels with sufficient saturation ($S > 90$) and that we do not discriminate between image regions the body has left or entered (since depth information is required for this).

C. Shape Reconstruction

We can now exploit the information from the pose tracker ($T_i$) to reconstruct the shape based on the motion-based segments ($\text{Seg}_{\text{MD}}$ and $\text{Seg}_{\text{MC}}$). We represent the shape by a point cloud, which is resampled using a voxel-grid filter at every time step in order to keep constant the required memory and to address the inhomogeneous point distribution resulting from the depth measurements. To deal with regularly shaped objects with uniform color, which usually generate sparse motion segments, we first extend these segments by exploiting surface continuity and known object location, and finally filter out points that are inconsistent with the current view of the scene.

1) Supervoxel Region Growing: We extend the partial motion segments by using supervoxel segmentation followed by region growing. We first seed region growing with the supervoxels that coincide with the location of the mean feature given by Online IP (Sec. III-A). Region growing then extends to a neighboring supervoxel if most of the points it contains (i) demonstrated coherent motion (resulting from the segmentation based on motion $\text{ Seg}_{\text{MD}}$), (ii) are part of the reconstructed shape so far, or (iii) if the mean color and mean surface normal are very similar. We also extend the segment if the neighboring supervoxel contains features of the rigid body. The result is then merged into the shape model.

2) Depth Consistency Filtering: All previous steps are adding points to the shape model. However, sensor noise, errors in tracking and overly optimistic supervoxel extensions can lead to wrong points being added to the model. We can remove many of these points by verifying whether they are consistent with the current depth map $D(t)$ when projecting the model to the image plane. We therefore remove every point for which the projection calculates a lower depth value than observed in $D(t)$ – this means that we see a background point in the image where we expected a point of the object.

D. Shape-based Segmentation

Using the results from the previous shape reconstruction steps, shape segmentation becomes trivial. The shape segment at the current time step $\text{Seg}_{\text{MD}}(t)$ is the result of transforming the shape model using its tracked pose $T_i$ and projecting the result into the image plane. The shape segment is then fed to the shape tracking component to improve tracking and kinematic structure estimation, and the procedure starts over in the next time step.
IV. EXPERIMENTS

We evaluate our approach in eight different experiments, each carefully selected to verify the contribution of each component of our method. In each experiment, a human or a robot actuates one or more objects in the scene. During robot manipulation, we exploit additional information (forward kinematics and a known shape model of the robot arm) to infer the part of the image that corresponds to the robot and exclude it from tracking and segmentation. We recorded each experiment using a statically mounted Asus Xtion RGB-D sensor. We run our algorithm on an Intel Xeon E5520 CPU at 2.27 GHz, reaching 3 to 10 frames per second for the shape-based tracker, depending on the size and number of moving objects. Segmentation and shape reconstruction are running at a lower rate of 0.8 s, mostly due to the computationally demanding supervoxel segmentation. But since tracking is running at a high rate, slow reconstruction time does not affect the capability to track fast motions.

The experiments consist of three scenes containing only rigid objects and five scenes with articulated ones.

Box: A box with little texture moves parallel to the viewing-plane for about 50 cm (duration: 9 s). We expect approaches that do not exploit surface continuity to require long time to reconstruct the shape.

Two Bodies: In this experiment two bodies move freely on a table-top at the same time (duration: 14 s). We want to verify that the method can cope with multi-body settings and to which extent the hand of the experimentator is added to the reconstructions.

Red Figure: A red figure is moved freely on a table-top (duration: 8 s). This experiment evaluates to which extent the hand of the experimentator is added to the reconstructions.

Drawer: A robot opens a drawer (duration: 2 s). An easy articulated object case.

Globe: A globe rotating 360 degrees around its revolute axis (duration: 18 s). We expect that pure feature-based tracking is inaccurate due to the large uniformly colored areas, and we expect incomplete reconstructions if surface continuity is not used.

Head: The first author rotates his head left and right (duration: 8 s). This experiment evaluates to which extent semi-rigid objects pose a problem for our method.

Cabinet and Drawer: A cabinet moves freely on the floor (duration: 15 s). At some point a drawer is pulled out of the cabinet and pushed inside again. We evaluate the performance when objects partially getting out of the field.

\(^1\)Our datasets are publicly available under [http://tinyurl.com/o3bu7pd](http://tinyurl.com/o3bu7pd).
of view.

**Laptop:** A laptop is moved freely on a table-top and then being closed and opened (duration: 9 s). We evaluate the effect of purely rotational motion on the reconstruction.

**Evaluation**

We evaluate the contribution of each component our method using two criteria. First, we quantitatively assess the object segmentation results provided by each component. This gives an indirect means of comparing the impact of the different parts, as the accuracy of the pose tracker directly influences the quality of the motion-based segmentation, and the correctness of the shape reconstruction affects the shape-based segmentation. Secondly, we evaluate the quality of the reconstructed shape and the estimated kinematic structure...
(using Online IP [4] with shape-based tracking) by visual inspection of the results.

To evaluate the segmentation results, we manually annotated each video sequence with the ground truth every 0.8 seconds. We compute precision, recall and f$_{0.5}$-score for the full pipeline (i) and five additional variants of our algorithm: to assess how integrating tracking and shape reconstruction affects the result we evaluate the full pipeline without feedback from shape tracking (ii); to evaluate the contribution of the tracker to the pipeline we look at depth-based motion segmentation (iii) and color-based motion segmentation (iv); finally, we assess the contribution of shape-base tracking by evaluating shape-based segmentation using only depth (v) and shape-based segmentation using only color information (vi). We additionally compare our results to a baseline, a dense optical flow approach using RGB presented by Ochs et al. [7] (using the recommended standard parameters). We compare against this method as it is the only relevant one for which code was available at the time of writing.

V. RESULTS

The segmentation results are depicted in Fig. 3 (rigid objects) and Fig. 4 (articulated objects). We observe that at the end of each experiment for all except two cases (two bodies: statue; cabinet: drawer) the full pipeline with tracking (solid black curve) outperforms all other variants, attaining f$_{0.5}$-scores above 0.8. Thus overall, our method detects most of the area occupied by each object (high recall) while adding few false points (high precision). Secondly, we observe that both full pipeline variants converge very fast to their final results. The reason is the effective combination of the different priors: whereas the pure motion segmentation variants (blue and red curves) usually require long time to obtain the full segment and reach high recall, extending the motion segment with the neighboring supervoxels allows to quickly obtain the entire segment. The baseline by Ochs et al. [7] often fails to find the correct segments and gives competitive results only in the head experiment.

The reconstruction and kinematic structure estimation results are shown in Fig. 5 and Fig. 6. The results are in line with the segmentation results since all objects except for the statue and the drawer are reconstructed correctly. We also see that joint estimation is much more accurate when including shape tracking which indicates that the combined tracker provides higher quality pose estimates.

We now turn to a detailed analysis of every scene.

Box: Most variants perform well in segmentation and reconstruction, but close to the object borders some variants add wrong points that belong to the background. The reason is inaccurate registration of depth and RGB pixels by the sensor, causing wrong depth measurements at the objects borders.

Two Bodies – Metal case: The full pipeline succeeds in quickly segmenting the metal case and reconstructing all three visible sides of the object. The motion-based segmentation methods fail because they do not exploit knowledge about object location, and add spurious points on the arm.

Two Bodies – Statue: This is the only case where the full pipeline without shape tracking (dashed black curve) outperforms the other strategies. The reason is that early during the experiment the hand of the experimenter is added to the segment. When the hand starts retracting at $t = 9.8s$ till the end, the full pipeline wrongly biases the feature tracker to pay attention to the motion of the hand, whereas the variant without shape tracker removes the hand from the model. This effect is a limit of our motion segmentation approach: two bodies moving similarly during enough time are considered to be the same body.

Red Figure: The red figure is best segmented by the full pipeline. Without shape-based tracking the performance drops drastically when the features disappear. However, even without the shape tracker the pipeline can partially recover because enough changes in depth are visible.

Drawer: Almost all variants segment and reconstruct the front lid of the drawer (which is the only visible part) and detect the prismatic joint quickly. Color-based segmentation fails because the scene is very dark and we ignore points where the saturation in the HSV space is low.

Globe: Since there is no change in depth and little change in color, pure motion segmentation fails to segment large parts, indicated by the low recall values. The quality of the reconstruction and joint estimation depends on the tracker (Fig. 6). A large part of the globe does not exhibit sufficient texture to accurately track a large number of features and hence tracking is not very stable, resulting in a nonspherical shape reconstruction. By constantly incorporating the feedback from shape reconstruction, we obtain a much more spherical reconstruction.

Head: Similar to the globe, the head is only well segmented by the full pipeline (and the baseline). Some misclassifications of the neck and the hair lead to minor segmentation errors. The reconstruction is accurate but exhibits some abrupt color changes due to non-uniform lighting.

Cabinet – Frame: The cabinet frame is quickly segmented by the full pipeline which is also reflected in the reconstruction. Without shape tracking, the feature-based tracker loses the frame object at $t = 7$ seconds after the drawer has moved for 3 seconds. The reason is that there are more features on the drawer, so the tracker assumes that the remaining features on the cabinet are outliers and drops them. In contrast, by taking into account the shape the tracker correctly splits the cabinet and drawer into two rigid objects. In this case, the cabinet is correctly reconstructed and remains stable even when it leaves the scene.

Cabinet – Drawer: The drawer is only partially segmented by the full pipeline. The reason is that the motion segmentation provides two disconnected components: the inner part and the lateral part. The supervoxel growing is seeded from the inner part and due to the gap in depth.

The $f_{0.5}$-score is a standard variant of the $f$-score which weighs precision higher. We use this variant since points wrongly attributed to the object – which only affect precision – have a more significant negative impact on tracking and thus reconstruction performance than missed points.
VI. Conclusion

We presented a combined approach for estimating pose, shape, and kinematic structure of articulated objects. The algorithm exploits the synergies between the sub-solutions and integrates them in an online manner. The sub-solutions provide information to each other, leading to performance improvement and eliminating the dependency on a priori knowledge about the world. We demonstrate the benefits of the combined approach by comparing its performance with that of the sub-components in several difficult cases. Our algorithm perceives and tracks the shape, pose and kinematic structure of multiple objects.
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