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Abstract—Interactive perception methods exploit the correlation between forceful interactions and changes in the observed signals to extract task-relevant information from the sensor stream. The amount of information that can be derived from a single interaction depends on the trade-off between two factors: the skillfulness of the interacting agent and the accessible sensor modalities of the observer. When observer and interactor are the same the contact with the environment generates a richer sensor stream, but the stream only contains relevant information if the interaction is meaningful. On the other hand, observing a knowledgeable agent ensures meaningful interactions but limits the available types of observations (e.g., haptic information from contact). We propose a method that incrementally builds up models of articulated objects that allow generating and selecting optimal exploratory manipulations for interactive perception. Our iterative method reduces the need of predefining motion for interactive perception: the robot can select autonomously the contact-involving action that reveals most information, which lead to improved models that enable better manipulations.

I. INTRODUCTION

A robot that interacts and manipulates the physical world around it must possess knowledge about the objects it possibly encounters during its lifetime. Rather than equipping the agent with all required object knowledge a priori, a more reasonable approach is to provide a skill that allows it to acquire object models as needed. A family of methods subsumed under the term interactive perception describes ways to implement such a perceptual skill. The core idea behind all those methods is to make interactions part of the perceptual process by exploiting knowledge about a forceful interaction and the sensory signals it generates and would otherwise not be present [1]. This idea has proven successful in perceptual tasks like object segmentation [2], [3], classification [4] and recognition [5].

An important characteristic of interactive perception is that the interaction can be performed either by the perceiving agent itself or any other agent. In the first case the interaction provides a richer set of sensory signals making it easier to infer haptic or dynamic object properties. However, it also assumes a meaningful interaction is known to the agent who is learning about the novel object. In contrast, when observing an experienced agent haptic or dynamic properties are hard or even impossible to infer.

In this work, we overcome the dichotomy between being in the driver’s seat of the interaction and not being in the driver’s seat, thereby enabling a reduction of the uncertainty about the environmental state. We propose an incremental approach that integrates the generation and selection of contact-rich actions as part of the perceptual process: Based on visually perceiving a skillful agent interacting with an unknown articulated object the robot builds a model that represents the gained knowledge about its different components, kinematic constraints and shape. Using this information the robot plans an informative contact-rich action that satisfies these constraints (kinematics, collisions) and allows to explore and reduce the uncertainty of physical properties that cannot be inferred visually, such as stiffness or friction. We close the loop and use this new information to generate, select and execute safer and more efficient interactions.

II. RELATED WORK

The task of selecting informative actions for interactive perception has been previously addressed. Van Hoof et al. [2]
presented a method to select the best pushing action to segment a cluttered scene. Their probabilistic model contains hypotheses about the regions that belong to the same object and serves as simple forward model. Our model contains more detailed kinematic and dynamic information that we use to obtain more descriptive action consequences and to generate and select more complex grasp-and-interact sequences. Hausman et al. [4] presented a method to select the best action to gain knowledge about the kinematic constraints of an articulated object. Similar to our approach, they require an initial human interaction. They assume a known grasping pose and search only for the best pulling direction. Otte et al. [8] proposed a similar method based on a physics simulator. Different to these methods, ours selects autonomously complete actions—including grasping pose and manipulation trajectory— and incrementally incorporates and exploits information including dynamic properties.

Previous work has also addressed the problem of generating and planning interactions with articulated objects using knowledge about its kinematic constraints. These methods exploit the definition of the task (the manipulation of an articulated object) to simplify the generation and/or selection of actions [9], [10], [11], [12]. We also aim to obtain task-aware actions but do not rely on given models; on the contrary, our method integrates the action generation, selection and the perceptual problem into a single process and provides interactions that reveal more information to build a richer model. Stilman et al. [13] use the constraints of the articulated object to guide the search of robot trajectories in joint space. Instead of searching in the space of joint trajectories, we search in a simpler task-related action space and enforce the feasibility of the manipulation using trajectory optimization. Finally, the idea of using a physics simulator as a model for motion planning or action selection has been previously explored ([8], [14]). We think our approach is essentially different because we integrate a perceptual algorithm to ground the simulation to the real world, leading to more realistic simulated action effects.

III. PHYSICS-BASED ACTION SELECTION

The proposed approach alternates between estimating a (partly) probabilistic model of an arbitrary articulated object and selecting an action that improves this estimate. In the following we describe what exactly is represented in the model, how it is updated, and how informative actions are generated and selected.

A. Representing and Estimating Articulated Objects

We represent an articulated object as an undirected graph:

\( x_{ao} := (L, J), \)

where the set of nodes \( L \) are links and the set of edges \( J \) represent joints. A link \( l \in L \) is represented with a model of its shape \( s_l \). A joint \( j_k \in J \) is represented with random variables of its kinematic and dynamic properties:

\[ j_k := (j_{tk}, j_{pk}, q_k, F_{k}^{\text{Stiction}}, F_{k}^{\text{KinFriction}}), \]

where \( j_{tk} \) is a discrete random variable over possible first-order joint types (\( j_{tk} \in \{\text{Prismatic}, \text{Revolute}, \text{Rigid}, \text{Disconnected}\} \)), \( j_{pk} \) is a continuous random variable of the joint-specific parameters (the drawer of our experiments is parametrized with a variable for the joint axis orientation in spherical coordinates, \( j_{pk} = f_{k}^{\text{ori}} = (\phi_k, \theta_k) \)), \( q_k \) is a continuous random variable of joint’s configuration, \( F_{k}^{\text{Stiction}} \) is a random variable of the force to overcome stiction (force required to initiate joint motion), and \( F_{k}^{\text{KinFriction}} \) is a random variable of the kinetic friction (force required to maintain joint motion).

The joint type, parameters and configuration are estimated online from the RGB-D stream of an interaction with the articulated object. The estimation is factorized into three subproblems that are solved via Bayesian recursive estimation: the estimation of motion of point features in the image stream, of motion of rigid bodies from features, and of the kinematic properties from motion constraints in the rigid bodies [15].

We estimate the shape models \( s_j \) of the links also from RGB-D data. The estimation of the shape models exploits the estimated rigid body motion and the previous estimated shape to segment the RGB-D images into areas occupied by each link. The accumulated point clouds are then used to generate a triangular mesh per link [16].

The force to overcome stiction and kinetic friction of a joint are estimated combining force-torque signals at the end-effector, its pose and the estimated kinematic properties [17].

B. Selecting Actions for Articulated Objects

We would like to generate and select robot actions that learn as much about the articulated object as possible, i.e. decrease the uncertainty of the estimate \( x_{ao} \). To achieve this we use a task-specific objective – maximizing the motion of the articulated object – since this is the main source of information. The planned actions also need to satisfy the robot’s and the object’s kinematic constraints, i.e. we are looking for action

\[ a^* = \arg \max_{a \in A} \Delta q(a) \]

s.t.

\[ \text{robot_kinematics}(a), \]

\[ \text{object_kinematics}(q), \]

\[ \text{collision\_free}(a) \]

where \( \Delta q(a) \) is the change of the object’s kinematic configuration induced by the robot action \( a \). We parameterize \( a \) by assuming three phases: reach towards a grasping pose, close the hand and move it along the estimated DoF of the mechanism. The first part is fully characterized with a grasping frame and an approach vector. The last phase is just a motion of the hand along the dimension of allowed motion of the articulated object. Therefore, an action \( a \) is defined as:

\[ a \in \mathbb{S}^2 \times SE(3) \times \mathbb{R}^3 \]

We calculate the motion \( \Delta q_k(a) \) of the articulated object given the robot’s action \( a \) using the dynamic simulation SOFA [7]. SOFA is a simulator that provides physically
coherent interactions between an articulated object and a soft-manipulator like the RBO Hand 2. The simulation is spawned with the current estimate $x_{ao}$ by including the reconstructed triangular meshes for each rigid body, $si$, the estimated kinematic constraints $jt_k,jp_k$ (ensuring the constraint objectinertial $6(q_i)$), poses, and frictional properties $F_{k\text{Stiction}}, F_{k\text{KinFriction}}$. To account for the probabilistic components of $x_{ao}$, we draw $N_{\text{model}} = 3$ samples for each simulated action. We enforce that the robot’s, object’s kinematic constraints and collision constraints are fulfilled using a sequential convex optimization [6]. After running the simulations for a fixed amount of time we can calculate an expectation of $\Delta q_k(a')$.

To approximate $a^*$ we implemented two sampling schemes: a systematic mesh-based sampling and a resampling with Gaussian moves. Both schemes start with the same set of $N_{\text{actions}} = 100$ uniformly distributed actions. But while the systematic schema keeps adding new uniformly distributed samples (pure exploration), the resampling with Gaussian moves selects a fraction of the best actions and perturbs their parameters with Gaussian noise.

Algorithm 1 Physics-Based Action Selection

**Input:** $x_{ao}$ $\triangleright$ The current estimate of the articulated object.  
1. $A \leftarrow \emptyset, Q \leftarrow \emptyset$ $\triangleright$ The set of all available actions and the corresponding induced articulated object motion.  
2. for $i = 1..10$
3.  $A^{\text{new}} \leftarrow \text{sample}(A) \triangleright$ Sample actions, either in Cartes-ian space based on the mesh or by perturbing past successful samples.  
4.  $A^{\text{new}} \leftarrow \text{constraint}(A^{\text{new}})$  
5.  for $a \in A^{\text{new}}$
6.  for $j = 1..N_{\text{model}}$
7.  $o \leftarrow \text{sample}(x_{ao})$
8.  $\Delta q_k^{ij} \leftarrow \text{simulate}(a,o)$ $\triangleright$ Simulate an action on a sampled instance of the current articulated object estimate using SOFA.  
9.  $A \leftarrow A \cup \{a\}, Q \leftarrow Q \cup \{\frac{1}{N} \sum_j \Delta q_k^{ij}\}$  
10. $a^* \leftarrow \arg\max_{a \in A} Q_a$  
11. return $a^*$

**IV. Experiment with Drawer**

We evaluate our approach to perceive and manipulate a drawer connected to a cabinet. We use a 7-DoF Barrett WAM with the soft-manipulator RBO Hand 2 [18] as end-effector (Fig. 1). The robot is equipped with an Asus RGB-D sensor and an ATI FTN-Gamma force-torque sensor on the wrist.

1. **Perceiving Kinematic Model from Human Demonstration**

Initially, the robot does not possess any knowledge about the articulated object and assumes its environment to be a single static rigid body. In this condition our method cannot generate a skillful and informative interaction and has to wait for a human to interact and reveal information about the drawer.

Once a human demonstration has been observed, a second rigid body (drawer) is estimated; the motion of the drawer is sufficient to estimate the joint type and axis with significant certainty. In contrast, the estimates for the force required to overcome stiction and kinetic friction are very uncertain. Fig. 2 depicts the model of the drawer the robot acquired at this point in time.

2. **Perceiving Dynamic Properties from Self-Interaction**

Based on this model, the robot plans an opening/closing motion of the drawer (see Fig. 3) that is optimal since the model predict it to generate 44 cm of motion of the drawer. By executing this action the robot gathers haptic and visual sensory data. At each step the force-torque sensor signal acquired by a sensor on robot’s wrist is projected into the dimensions where the motion of the drawer is kinematically allowed or constrained. The robot combines the tangential component of the force-torque signal with the perceived change in the kinematic state of the object (the velocity of the joints) to infer the dynamic properties $F_{k\text{Stiction}}, F_{k\text{KinFriction}}$. The parameters of the distribution over dynamic properties of the drawer estimated after the interaction are $\mu_{\text{Stiction}} =$.
2.1 N, $\sigma^2_{\text{Stiction}} = 0.3 N^2$, $\mu_{\text{KinFriction}} = 0.5 N$ and $\sigma^2_{\text{KinFriction}} = 0.02 N^2$.

Fig. 3 shows the result of our two sampling schemes for action generation. The systematic mesh-based sampling generates better actions (actions that cause larger actuation of the articulation) than the resampling with Gaussian moves.

3. Action Generation and Selection for Better Interactions

Interestingly, Fig. 4 shows the best interactions that result from the action generation and selection in the first iteration based on the first model (with highly uncertain dynamic properties) and the second iteration based on the model with low uncertain dynamic properties. We observe that the richer information available in the latter action generation and selection step leads to different best ranked actions. While for the former interaction the robot opts for a conservative manipulation, in the latter interaction it selects actions that are only safe to be successfully executed given the knowledge of the dynamic properties acquired from self-interaction. The effect of the higher certainty in the estimated model of the environment is also observed in Fig. 5. The generation and selection of actions based on certain dynamics lead to more optimal solution that causes larger motion of the articulated object.

V. LIMITATIONS

Our method inherits the need for an initial interaction from our perceptual algorithm for the estimation of kinematic models [15], [16]. Without any initial information the amount of possible actions is too large to be searched randomly. However, the integration of action selection removes the need of a predefined robot interaction to perceive dynamic properties. The method does not show generalization to new drawers; an object classification could help to transfer estimated information and successful interactions between instances of articulated objects. In our method the action generation is initiated with a uniform sampling. This could be improved with a sampling based on heuristics exploiting shape or kinematic information.

VI. CONCLUSION

We presented a method to build incrementally richer models of articulated objects from contact and interaction. The method integrates interactive perception and the generation and selection of information-gathering actions to overcome the trade-off between the skillfulness of the interacting agent and the richness of the sensor-action signals for the interactive perceiver. We demonstrated the validity of our method in a real-world scenario with a drawer.
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